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Event cognition (Radvansky & Zacks, 2014) is a guiding 
framework for understanding how people structure and 
process complex sets of information. Previous work by 
O’Rear and Radvansky (2019), in the first direct test of 
location-based prospective memory, revealed an effect of 
the number of encoding and referent events on perfor-
mance. Specifically, when people needed to remember to 
do two future tasks, performance differed based on the 
number of events in which the two instructions were 
encoded and the number of future events to which those 
two instructions referred. Memory was best when tasks 
were learned in two locations and were to be done in one 
common location. The aim of this study was to assess 
whether this principle of event cognition is a generalisable 
one about how cognition processes and remembers infor-
mation, or whether these principles are actually con-
strained to a narrow range of circumstances, such as those 
involved in prospective memory.

Event cognition

People create mental representations, or event models, of 
various situations that they encounter (Radvansky & 
Zacks, 2014). Following the Event Horizon Model, event 
model structure can influence memory and cognition in a 

number of ways. Of particular concern here are two princi-
ples: (a) unrelated sets of information are segregated into 
separate event models, serving as a form of chunking, and 
this can facilitate memory (Kurby & Zacks, 2008; Pettijohn 
et al., 2016; see also Radvansky, 2012); and (b) informa-
tion from separate events that contain related elements can 
interfere with one another.

Of central interest here is a study by O’Rear and 
Radvansky (2019, Experiment 2) on prospective memory 
that assessed event structure and memory performance. 
For this study, people navigated a virtual mall doing an 
ongoing task, and when they arrived in target locations, 
they were to recall prospective memory tasks. Going 
beyond prior research that focused on only a single type of 
event structure on memory, O’Rear and Radvansky 
assessed two types, namely encoding events and referent 
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events. On each trial, there were two prospective memory 
tasks. Importantly, we varied (a) the number of encoding 
events (locations) in which the two tasks were learned and 
(b) the number of referent events (locations), in which the 
tasks were to be done. The design is shown in Figure 1. For 
the encoding events, the two tasks could either be learned 
at one location (the information desk) or two (the informa-
tion desk and the mall manager’s office). For the referent 
events, the two tasks were either to be done in one location 
(e.g., both in American Beagle Outfitters) or two different 
locations (e.g., task 1 in American Beagle Outfitters, and 
task 2 in Radio Shock).

The results revealed that performance was better in the 
2E-1R condition compared with the other three. The event 
cognition explanation was that in this condition, the same 
referent event was processed twice, once at each encoding 
location, thereby increasing memory for what was to be 
done in that place. In the 1E-1R and 1E-2R conditions, 
there was only a single encoding of either a single referent 
event or two referent events, and in the 2E-2R condition, 
there were two encoding events, but they each referred to 
a single referent event, resulting in each to be processed 
only once.

The aim of the current work was to explore whether the 
influence of the number of encoding and referent events 
reflects general influence of event structures in event cog-
nition. This was done by assessing whether this pattern of 

data would be observed in two different retrospective 
memory paradigms. To do this, people either learned lists 
of sentences (Experiment 1) or read narrative texts 
(Experiment 2). In both cases there were single or multiple 
encoding events, and single or multiple referent events.

Experiment 1

For Experiment 1, people memorised sets of sentences 
about objects in locations in which there was a common 
concept across the three sentences (either a common object 
or a common location). The encoding events were whether 
the sentences in a set of three were presented together in a 
common computer window (1E) or one at a time in differ-
ent computer windows (3E). The referent events were 
whether the sentences in a set of three all referred to a 
common event of multiple objects in one location (1R) or 
referred to three separate events of a common object in 
each of three locations (3R). According to an event cogni-
tion view, performance should be best in the 3E-1R 
condition.

More specifically, people learned a list of sentences 
about objects in locations, such as “The potted palm is in 
the museum.” For each object and location, there were 
either one or three associations, with the stipulation that 
one concept would have three and the other would have 
one. Following prior research of the differential fan effect 

Figure 1.  Basic design used in O’Rear and Radvansky (2019, Exp. 2) and in the present study.
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(e.g., Radvansky et al., 2017; Radvansky & Zacks, 1991), 
these materials were divided into two conditions. The first 
was the Single Location condition in which a set of sen-
tences were about multiple objects in a single location, 
such as:

The oak counter is in the deli.

The fire extinguisher is in the deli.

The display case is in the deli.

In cases such as this, people can easily integrate this infor-
mation into a common event model. The second was the 
Multiple Location condition in which a set of sentences 
were about a single object in multiple locations, such as:

The poster is in the hospital.

The poster is in the factory.

The poster is in the high school.

Here, people are likely to treat these as referring to three 
different events, and so each of these is represented by a 
separate event model. A consequence of this is that on a 
later recognition test, people respond faster to memory 
probes from the Single Location condition than those in 
the Multiple Location condition. Thus, this satisfies our 
requirement for materials that refer to single or multiple 
events.

For the encoding events, we manipulated the grouping 
of the sentences during learning. All of the sentences about 
a common object or location were either presented together, 
as part of a single learning event, or separately in a ran-
domly ordered study list (as is typically done in differential 
fan effect studies), as part of multiple learning events. For 
the learning (encoding) and referent events, the conditions 

were 1E-1R, 1E-3R, 3E-1R, and 3E-3R. Figure 2 shows an 
example of what a participant could see for each of these 
four conditions.

For the Event Cognition view (O’Rear & Radvansky, 
2019), memory will be better when multiple learning 
events refer to a common event as compared with other 
conditions. That is, relative to the other combinations of 
learning and referent events, memory will be better when 
there are multiple learning events (study sentences pre-
sented singly) that refer to a common event (Single 
Location condition). That is, 3E-1R > 1E-1R, 1E-3R, and 
3E-3R.

Method

Participants.  We tested 50 participants (38 female, ages 
18–22, M = 19.6) who were drawn from the University of 
Notre Dame, Department of Psychology participant pool. 
These people were compensated with partial class credit. 
To determine the sample size, given that there had never 
been any prior studies of this sort, we simply decided that 
once we had begun testing with 3 weeks left in the semes-
ter, to continue testing until the semester completed. An 
additional three participants were replaced for failing to 
comply with instructions. The university’s Institutional 
Review Board approved all procedures.

Materials.  Participants studied 24 sentences in the form of 
“The object is in the location,” such as “The welcome mat 
is in the hospital.” Each object was paired with one or 
three locations, and each location was paired with one or 
three objects, such that one of the concepts had three asso-
ciations, and the other had one. The assignment of the 
objects and locations to the study list design was randomly 
assigned for each person to produce a unique set of study 
sentences.

Figure 2.  Example materials for the conditions in Experiment 1. Each box represents one window on a computer screen. Only 
one window was shown at a time.
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For the recognition test, the studied probes were the 24 
study sentences and 24 nonstudied probes that were recom-
binations of objects and locations from within the same cell 
of the design. For instance, if the two 1E-3R study sen-
tences were “The oak counter is in the hotel” and “The pay 
phone is in the high school,” then the corresponding non-
studied probes would be “The oak counter is in the high 
school” and “The pay phone is in the hotel.” Creating the 
nonstudied probes this way avoids the possibility that peo-
ple will use plausibility judgements (Reder & Anderson, 
1980) to make the recognition decisions. Because the non-
studied probes had the same number of associations with 
the object and location concepts, they could be assigned to 
the various conditions, as appropriate.

Procedure.  The experimenter read brief instructions to par-
ticipants, who were then taken to individual testing rooms. 
They read and electronically signed an informed consent 
form, followed by a demographics form and more detailed 
instructions. When the experiment began, the object-loca-
tion sentences were presented on screen for 7 s per sen-
tence. For half of the sentences in a set, each sentence was 
presented alone in the computer window for 7 s. However, 
for trials where the three sentences were shown together in 
a common window, they remained on screen for 21 s. The 
entire list of sentences was presented twice across two 
blocks in which a different random order was used for each 
block, with each participant receiving unique random 
orders.

After this study period, participants completed a recog-
nition test. A practice round of 18 trials came first to accus-
tom participants to the button presses. The left mouse 
button indicated a “yes” response, and the right mouse but-
ton indicated a “no” response. Participants were encour-
aged to respond as fast and as accurately as possible. 
During the practice round participants were to say “yes” 
when the screen showed “STUDIED,” and “no” when it 
showed “NOT STUDIED.” During the recognition test, 
one sentence would be shown at a time in the centre of the 
screen. Half of the sentences were those originally studied, 
and the other half were recombinations of the objects and 
locations. Each studied and nonstudied probe sentence was 
presented only once. A debriefing was provided at the end 
of the experiment.

Results and discussion

For this study, we analysed the response time and accuracy 
data. Like other work of this sort (e.g., Radvansky & 
Zacks, 1991), the primary dependent measure is response 
time.

Response times.  The response time data, averaged across 
the Studied and Nonstudied trials, are shown in Figure 3. 
Note that the response time data only includes those trials 

in which a correct response was made. These data were 
submitted to a 2 (Studied vs Nonstudied) × 4 (Condition) 
repeated-measures analysis of variance (ANOVA).1 After 
this, planned comparisons were made among the various 
conditions following O’Rear and Radvansky (2019). For 
the main ANOVA, there was a main effect of Studied-Non-
studied, F(1, 49) = 38.05, MSE = 171,628, p < .001, 
ηp
2 = .44 , with people responding faster to Studied probes 

(M = 1,627 ms; SE = 34) than to nonstudied probes 
(M = 1,882 ms; SE = 40). There was also a significant main 
effect of Condition, F(3, 147) = 14.64, MSE = 143,997, 
p < .001, ηp

2 = .23 . The interaction was not significant, 
F(3, 147) = 1.17, MSE = 174,001, p = .33, ηp

2 = .02 .
Comparisons across the four conditions revealed that, 

consistent with the O’Rear and Radvansky (2019) prospec-
tive memory data, response times to the 3E-1R condition 
were faster than those in the 1E-1R, 1E-3R, and 3E-3R 
conditions, F(1, 49) = 15.98, MSE = 143,850, p < .001, 
ηp
2 = .25 , F(1, 49) = 57.02, MSE = 108,327, p < .001, 

ηp
2 = .54 , and F(1, 49) = 21.20, MSE = 107,127, p < .001, 

ηp
2 = .30 , respectively. Thus, memory was best when infor-

mation about a single event was encountered across multi-
ple events, consistent with an Event Structure view. Note 
also that the difference between the 3E-1R and 3E-3R con-
ditions corresponds to the difference between the fan level 
3 for the Single Location and Multiple Location conditions 
in traditional differential fan effect studies (e.g., Radvansky 
& Zacks, 1991).

In addition, there was a significant difference between 
the 1E-1R and 1E-3R conditions, F(1, 49) = 5.43, 
MSE = 172,931, p = .02, ηp

2 = .10 , and the 3E-3R and 
1E-3R conditions, F(1, 49) = 5.29, MSE = 180,944, p = .03, 
ηp
2 = .10 , with the difference between the 1E-1R and 

3E-3R conditions not being significant, F < 1. It is unclear 
what the reason is for the very slow performance in the 
1E-3R condition, although we tentatively suggest that this 
smaller effect likely reflects two factors. The first is that 
there is an overall cost because this condition did not 
receive the benefit of the 3E-1R conditions, and the second 

Figure 3.  Response times, with standard error bars, in each 
structure condition when indicating whether a given sentence 
was previously learned. These data are averaged across the 
Studied and Nonstudied conditions.
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is that the difference between the 1E-1R and 1E-3R condi-
tions also parallels the difference between the Single 
Location and Multiple Location conditions in traditional 
differential fan effect studies (e.g., Radvansky & Zacks, 
1991), except that here the three facts are presented 
together during study rather than separately.

Accuracy.  The accuracy data, averaged across Studied and 
Nonstudied trials, are shown in Figure 4. These data were 
also submitted to a 2 (Studied vs Nonstudied) × 4 (Condi-
tion) repeated-measures ANOVA. After this, planned com-
parisons were made among the various conditions. For the 
main ANOVA, there was a main effect of Studied-Non-
studied, F(1, 49) = 11.19, MSE = 0.05, p = .002, ηp

2 = .19 , 
with people responding more accurately to Studied probes 
(M = 0.81; SE = 0.01) than to nonstudied probes (M = 0.73; 
SE = 0.02). There was also a significant main effect of 
Condition, F(3, 147) = 4.56, MSE = 0.04, p = .004, ηp

2 = .09. 
The interaction was not significant, F < 1.

Comparisons across the four conditions revealed few 
significant differences, none of which strongly supported 
any of the three theories outlined earlier. This is likely 
because in these sorts of paradigms, the response time data 
is more informative. The significant differences were 
between the 1E-1R and 1E-3R conditions, the 1E-1R and 
3E-3R conditions, and the 1E-3R and 3E-1R conditions, 
F(1, 49) = 12.33, MSE = 0.04, p = .001, ηp

2 = .20 , F(1, 
49) = 4.67, MSE = 0.04, p = .003, ηp

2 = .09 , and F(1, 
49) = 6.29, MSE = 0.049, p = .02, ηp

2 = .11, respectively. 
Thus, while there is some evidence that having a single 
referent event can lead to greater accuracy, this pattern is 
not universally observed.

Typical results of differential fan effect studies (e.g., 
Radvansky & Zacks, 1991) fit in nicely with the results of 
Experiment 1. The relationship between the 3E-1R and 
3E-3R conditions here replicates what is seen when com-
paring three objects in the Single Location condition ver-
sus three objects in Multiple Locations condition. This is 
because the “3E” occurs when the sentences are shown 

separately, which is how traditional fan effect studies pre-
sent them. The current experiment further shows that the 
same fan effect is found when the sentences are presented 
at the same time, as in the 1E-1R and 1E-3R conditions. 
What is interesting is that, while having one referent event 
does lead to faster response times than having multiple ref-
erent events, it is the combination of encoding and referent 
events that matters. The 3E-1R condition had faster 
responses than all other conditions, supporting the Event 
Cognition principle that having multiple opportunities to 
encode a referent event strengthens memory for that event. 
Thus, these data provide us a more in-depth look into event 
model organisations and their effects on memory.

Experiment 2

For Experiment 2, people read narrative texts in which 
information about one or two topics was conveyed by one 
or two story characters. The encoding events were whether 
the topic(s) were conveyed by a single character (1E) or by 
one character followed by another (2E). The referent 
events were either a single topic discussed (1R) or two 
separate topics (2R). Again, for an event cognition view, 
performance should be best in the 2E-1R condition.

One advantage of assessing memory for narrative texts 
is that it allows for recognition tests to measure three dif-
ferent levels of representation (Schmalhofer & Glavanov, 
1986). The first level is the surface form, which represents 
verbatim memory and is usually the shortest lasting repre-
sentation. The second is the textbase, which contains the 
propositions or ideas of a text, but not necessarily the 
wording. The third is the event model, which captures the 
referential meaning of a text and incorporates inferences 
from general knowledge. This level is the deepest and 
longest lasting (Fisher & Radvansky, 2018; Kintsch et al., 
1990).

As with Experiment 1, the Event Cognition prediction 
is that performance will be better when multiple events 
(different narrators) refer to a common event (common 
topic). Thus, 2E-1R > 1E-1R = 1E-2R = 2E-2R. What is 
unknown is the degree to which different levels of repre-
sentation are affected. These factors may influence all lev-
els, or they may be restricted to one or two. How memory 
for text is influenced by the structure of the encoding and 
referent events provides insight into how memory is being 
influenced by these factors.

Method

Participants.  Participants who were 18 years or older and 
fluent in English were recruited through Amazon’s 
Mechanical Turk website (www.mturk.com; see Mason 
& Suri, 2012) and evenly divided into four between-par-
ticipants groups, which were divided in half to control for 
topic presentation order. Two hundred fifty-six people 

Figure 4.  Accuracy level, with standard error bars, in each 
structure condition when indicating whether a given sentence 
was previously learned. These data are averaged across the 
Studied and Nonstudied conditions.

www.mturk.com
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completed the study originally. Participants were consid-
ered to be not doing the task properly if (a) they had read-
ing times under 1 s or over 10 s for 50% or more sentences, 
and/or (b) they had response times under 1.5 s or over 60 s 
for 25% or more of the recognition test probes. Six par-
ticipants were excluded for meeting just the reading time 
exclusion criterion, 22 were excluded for meeting the just 
test response time exclusion criterion, and 21 were 
excluded for meeting both criteria. In addition, one par-
ticipant was excluded for responding “No” to all test 
probes, and six were excluded for responding “Yes” to 
over 50% of the Wrong probes. This resulted in 56 
excluded participants, leaving a total of 200 (50 per 
group). Participants were compensated with US$4.00. 
The University of Notre Dame’s institutional review 
board approved all procedures.

Materials.  Each participant read three narratives—two 
filler stories and one experimental story. The filler stories 
(one before and one after the experimental story) were 
included to reduce primacy and recency effects. They were 
similar in length (filler stories: 55 and 48 sentences; exper-
imental story: 46 sentences).

For the experimental text, four versions of a narrative 
discussing one or two topics (ice wine and the invention of 
sliced bread2) were created.3 For each version, there were 
four presentation structures, with one or two characters 
presenting one long topic (32 sentences) or two short top-
ics (16 sentences each). More specifically, the four struc-
tures were as follows: (a) one character discusses one long 
topic; (b) one character discusses two short topics; (c) two 
characters, identified by different names, each discuss half 
of one long topic; and (d) two characters each discuss one 
short topic. These conditions were labelled as 1E-1R, 
1E-2R, 2E-1R, and 2E-2R, respectively. An example nar-
rative is provided in the online Supplementary Material.

After reading the narratives, there was a distractor 
task. Participants rated a series of 50 words on pleasant-
ness, using a scale from 1 (very unpleasant) to 7 (very 
pleasant).

Finally, there was a sentence recognition test. Four 
types of recognition probes were created for the critical 
topic sentences in the experimental texts. There were four 
sets of probe sentences from each short topic and eight 
from each long topic. Half of the probes for the long topics 
were the same as those used for the short topics. Each par-
ticipant was tested on the 32 probes relevant to their ver-
sion of the narrative. Verbatim probes were exact sentences 
that were read earlier. Paraphrase probes differed in word-
ing from the original sentences, but conveyed the same 
underlying ideas. Inference probes reflected inferences 
that people likely made during reading. Finally, Wrong 
probes were incorrect but thematically consistent with the 
narrative topic. Comparisons among these types of probes 
provided measures of the surface form, textbase, and event 
model levels of memory (Schmalhofer & Glavanov, 1986).

As an example, one of the sentences from the ice wine 
text was, “In some countries, some winemakers use 
mechanical freezing to simulate the effect of a natural 
frost.” The verbatim probe was the same sentence. The 
paraphrase probe was, “The effect of naturally occurring 
frost is simulated with mechanical freezing by winemakers 
in some countries.” The inference probe was “Some win-
emakers like to make the sweet, concentrated wine even 
though they don’t live in the right climate.” Finally, the 
wrong probe was, “In all winemaking countries, mechani-
cal freezing is used to increase production of ice wine.”

Procedure.  Separate links for each version of the experi-
mental narrative were posted on MTurk along with a short 
description of the study. Interested workers clicked the 
link to see details. If they chose to participate, they clicked 
another link, which took them to the informed consent. 
Following agreement, reading instructions appeared, and 
then each participant read one version of the experimental 
narrative, in between the two filler stories. Participants 
read the stories at their own pace, one sentence at a time, 
by clicking a “Next” button. A title was presented at the 
beginning of each narrative. Reading times were recorded.

After reading, a distractor task was given. Participants 
saw 50 words, one at a time in a random order, and were 
asked to rate the pleasantness of each one on a 7-point 
Likert-type scale.

Next, participants completed the recognition test. They 
saw all 32 probe sentences, one at a time. The probes for the 
first topic were presented first, and the probes for the sec-
ond topic were presented second (when applicable), but the 
order was randomised within these halves. The task was to 
click a “Yes” button if the sentence was read earlier in the 
text, and a “No” button otherwise. After the recognition 
test, participants were provided with a debriefing page.

Results and discussion

Recognition was scored by calculating the A′ indices for 
the surface form, textbase, and event model levels of mem-
ory, following Schmalhofer and Glavanov (1986). Surface 
form was calculated using “Yes” responses to verbatim 
probes as Hits and “Yes” responses to paraphrase probes 
as False Alarms. Textbase memory was calculated using 
“Yes” responses to paraphrase probes as Hits and “Yes” 
responses to inference probes as False Alarms. Finally, 
event model memory was calculated using “Yes” responses 
to inference probes as Hits and “Yes” responses to wrong 
probes as False Alarms.

Three 2 (Encoding Events: 1 or 2) × 2 (Referent Events: 
1 or 2) ANOVAs were done to compare performance in the 
four structure conditions at each of the different memory 
levels. Data are shown in Figure 5.

Surface form.  At the surface form level, a 2 × 2 ANOVA 
revealed a main effect of Referent Events, F(1, 196) = 6.28, 
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MSE = 0.04, p = .01, ηp
2 = .03 , with higher performance for 

those having one referent event. This was qualified by a 
significant interaction, F(1, 196) = 7.92, MSE = 0.04, 
p = .005, ηp

2 = .04 . Planned comparisons revealed that 
people in the 2E-1R condition had better performance than 
those in the 1E-1R and 2E-2R conditions, p = .04, d = .45 
and p < .001, d = .83, respectively, and marginally better 
performance than those in the 1E-2R condition, p = .07, 
d = .40. Those in the 2E-2R condition also had marginally 
lower performance than those in the 1E-1R and 1E-2R 
conditions, p = .09, d = .32 and p = .06, d = .36, respectively. 
The 1E-1R and 1E-2R conditions did not differ, p = .83, 
d = .04. Overall, the pattern of performance is consistent 
with the Event Cognition prediction and replicates O’Rear 
and Radvansky (2019), as well as Experiment 1.

Textbase.  At the textbase level, there were no significant 
main effects or interactions, all Fs < 1.

Situation model.  At the situation model level, there were no 
significant main effects or interactions, all Fs < 1.

These findings also provide greater insight into event 
cognition. First, there was no evidence that the encoding 
event structure influenced performance at the textbase and 
event model levels. That is, whether there were one or two 
story characters conveying information about the topic(s) 
did not affect memory at those levels. At first this may 
seem contradictory to other research that has shown that 
event structure can improve memory (e.g., Kurby & Zacks, 
2008; Pettijohn et al., 2016). However, it should be noted 
that these are actually different types of event structure.

In the prior work, when there were event boundaries, 
they referred to the structure of a greater larger action. In 
comparison, a shift in topic in the current texts is close to a 
shift to entirely different narrative. Other work (Thompson 
& Radvansky, 2016) has shown that shifts outside of a 

Figure 5.  Accuracy, with standard error bars, at three levels of memory for each of the structure conditions.

narrative do not affect processing within it. Thus, at the 
textbase and event models levels, a shift in topic appears to 
be handled by cognition in a similar manner.

Importantly, there was an influence of event structure 
on surface form memory, even if there was no apparent 
impact on a deeper conceptual understanding. This sug-
gests that the pattern of data in Experiment 1 may also 
have been due to processing at the surface form level. 
Similarly, in the O’Rear and Radvansky (2019) study, par-
ticipants in that virtual mall were likely emphasising a 
more superficial memory of the tasks to be done, rather 
than one based on meaningful connections. This is reason-
able given that people never actually did the prospective 
memory tasks, nor were they semantically tied to the loca-
tions in which they were to be done. Instead, people 
selected items from a list, which can be done using surface 
form knowledge.

Overall, this work emphasises that people are process-
ing events at many different levels, such as the events in a 
narrative sequence, the different events within a larger 
text, the different events of different narratives, and the 
extra-narrative events. Moreover, the influence of event 
structure may affect one level of representation rather than 
another, depending on the level of the event of concern in 
an analysis.

General discussion

The aim of this study was to determine whether the event 
cognition principles revealed by O’Rear and Radvansky 
(2019) in a study of prospective memory are generalisable. 
Here it was found that they extend to two new retrospec-
tive memory tasks. The results of both experiments were 
consistent with Event Cognition theory in that memory 
performance was better when there were multiple encod-
ing events and a single referent event. In Experiment 1, 
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memory performance was better when three sentences 
were learned in different events, but referred to a common 
event (3E-1R), and in Experiment 2, people had better per-
formance at the surface form level when a narrative had 
multiple characters talking about a common topic (2E-1R). 
Moreover, the results of Experiment 2 suggest that these 
event structures did not affect all types of knowledge 
acquired during the study.

Relationship to other event cognition work

The results of this study touch on several aspects of event 
cognition. First, prior research on event cognition and 
memory retrieval has revealed a differential fan effect, in 
which it has been shown that when information sharing a 
common concept is stored across multiple event models, 
there is retrieval interference. However, when that infor-
mation is integrated into a common event model, then such 
interference effects can be avoided (Gerard et  al., 1991; 
Radvansky, 1999, 2005; Radvansky et  al., 1996, 1997, 
1998, 2005; Radvansky & Zacks, 1991). The consequences 
of having multiple event models may also be observed 
when an event shift occurs (e.g., a person exits her car and 
enters a restaurant) (Glenberg et al., 1987; Morrow et al., 
1987, 1989). For example, with the phenomenon of walk-
ing through doorways causes forgetting (Pettijohn & 
Radvansky, 2015, 2016; Radvansky & Copeland, 2006c; 
Radvansky et  al., 2010, 2011, 2015), common sets of 
information are represented in multiple event models, 
thereby impairing retrieval.

As noted earlier, the pattern of results of Experiment 1, 
in terms of sets of sentences that were consistent with 
either multiple events or a single event, is consistent with 
this, apart from whether there was a single or multiple 
encoding event. This suggests that the structure of the 
encoding events themselves are not incorporated into the 
structure of the resulting event models, but that the struc-
ture of these events can influence the strength with which 
they are stored in memory.

Beyond this, both of the present experiments contribute 
an expanded understanding of the findings reported by 
Pettijohn et  al. (2016). That study found that dividing 
information into multiple event models can improve mem-
ory. Unlike the differential fan effect, which shows that 
grouping information in one referent model improves 
memory, that study focused on the number of encoding 
events. For example, learning a list of words all in one 
room is one encoding event, while learning each half of the 
list in different rooms is two encoding events. This study 
puts these findings together and demonstrates that there is 
an interactive effect of these events, wherein multiple 
encoding events and one referent event results in the 
strongest memory trace.

As information is encountered, event structure can help 
people to manage it more effectively, making it easier to 

remember (Kurby & Zacks, 2008; Pettijohn et al., 2016; 
see also Radvansky, 2012). While this previous work has 
shown that dividing a set of information into multiple 
event-based chunks can improve memory, the current 
studies show that memory can also be improved by sepa-
rating out references of a common event into multiple 
encoding events. For example, Pettijohn et  al. (2016) 
tested this across three tasks. In two experiments, people 
learned a list of words in either one room or computer win-
dow, or half in each of two rooms or computer windows. In 
two other experiments, people read narratives with zero, 
one, or two event boundaries. Overall, the addition of 
event boundaries improved memory. Thus, larger sets of 
information can be encoded more effectively when broken 
into multiple event models. Thus, the structure of the 
encoding events can help to improve memory.

Overall, the results of this study are consistent with and 
expand on prior research on event cognition and memory. 
Specifically, we were able to show that the structure of 
both encoding and retrieval events meaningfully influence 
later memory.

Relationship to traditional theories of memory

One of the important ideas for event cognition theory is 
that traditional theories that do not take into account the 
complexity and structure of events and event models may 
provide a misunderstanding of the broader operations of 
cognition in more real-world settings. Along these lines, 
the current work has some implications for more tradi-
tional theories of memory. Of particular concern here, 
given that these studies involve multiple associations with 
information elements, are theories of associative interfer-
ence and spreading activation. What these traditional 
approaches would predict for the current experiments, and 
why they fall short, are considered next.

Associative interference.  According to traditional theories 
of memory retrieval, the more associations that are learned 
with a concept, the more difficult memory retrieval for any 
one of those items will be. This is because the other related 
items serve as sources of interference for any given one 
item. This can manifest itself in many ways. For recall 
tests, this could be manifested as a cue overload effect in 
which larger numbers of items in a memory set associated 
with a cue result in associative interference and poorer 
memory (e.g., Öztekin & McElree, 2007; Roediger & 
Guynn, 1996; Watkins & Watkins, 1975, 1976). Alterna-
tively, for recognition tests this could be manifested as a 
fan effect in which larger numbers of items in memory 
associated with a concept in a memory probe result in 
greater retrieval time and/or error rates.

For the current experiments, the prediction of an asso-
ciative interference view is that the more information that 
is associated with a memory cue or concept in a memory 
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probe, the worse performance should be. That is, multiple 
associations with both the encoding and referent events 
would result in poorest memory, whereas only a single 
association with each would result in the best memory. 
However, this did not happen.

The reason that this traditional account fails, in its typical 
form, is because it treats all information features as equiva-
lent. However, the way that information is structured into 
event models can alter the pattern of results. While there is 
not much event cognition research on cue overload, per se, 
there are dozens of experiments showing that integrating 
information into event models can reduce associative inter-
ference in a fan effect paradigm (Radvansky, 1998, 1999a, 
1999b, 2005, 2009; Radvansky & Copeland, 2006a, 2006b; 
Radvansky et  al., 1993, 1996, 1997, 1998, 2005, 2017; 
Radvansky & Zacks, 1991). The current experiments go 
beyond this to show that when one considered the structure 
of events, and how they related to memory processing, char-
acteristics of the information at lower levels, such as the 
number of associations between information features, lose 
their ability to predict future memory performance.

Spreading activation.  Another traditional memory theory is 
that of spreading activation (e.g., Collins & Loftus, 1975). 
Specifically, the idea is that as one item or piece of infor-
mation in memory is activated, those other memories that 
are associated with it become more activated and accessi-
ble, resulting in memory improvements, such as priming 
effects (e.g., Meyer & Schvaneveldt, 1971; Tulving & 
Schacter, 1990).

For the current experiments, according to a spreading 
activation account, performance would be a function of the 
amount of overlap of different memory sets. Specifically, 
when memory traces share a common element, the activa-
tion of one of those memories as a result of its retrieval 
should facilitate the retrieval of the others that are associ-
ated with it. That is, the more associations with encoding 
and referent concepts, the better memory should be, 
whereas only a single association with each would result in 
the poorest memory. However, this did not happen. The 
reason that this standard form of this traditional account 
fails is for the same reason as the associative interference 
account: it does not take into account how information is 
structured into events models, and how this structure influ-
ences memory processing.

Overall, while the results of the current experiments were 
inconsistent with the associative interference and spreading 
activation theories as they are traditionally applied, we do 
not think that our results negate the value of either of them. 
However, they do place clear limits. Specifically, large asso-
ciative interference and spreading activation effects are typi-
cally observed in list processing studies. When we scale up 
to larger, more complex memory traces, just how and when 
they apply requires more careful consideration.

That said, there are certainly limitations to this study as 
well to be explored in future work. For one, the event 
structures were all manipulations that were part of the 
tasks. It is not clear whether the same pattern of results 
would be observed if event structures outside of the task 
itself were to be manipulated. Also, all the materials used 
here were verbal and were used in tasks in which a mem-
ory test was expected. It is not clear the extent to which 
this pattern would extend to nonverbal information, and 
when a memory test is not expected. This is important 
because many of the events we encounter have salient non-
verbal elements to them, and people do not typically expect 
their memory to be tested.

Conclusion

We demonstrated a pattern of influence on memory is a 
general consequence of event structure. The same basic 
pattern was observed with sentence lists as well as narra-
tive texts. This underscores the importance of event cogni-
tion to the processes and mechanisms of human thought. 
By understanding how event information is structured and 
how this structure interacts with the architecture of cogni-
tion, the better we will be able to predict and understand 
complex levels of thought.
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Notes

1.	 The analysis of both Studied and Nonstudied trials is a com-
mon practice in experiments of this sort.

2.	 These topics were chosen to be interesting but not well 
known by participants. Each topic used information from 
various sources (Bowen, 2010; Latson, 2015; Lawlor, 2010; 
Nix, 2015; Wikipedia Contributors, 2017, 2018).

3.	 While there were four primary versions, the topics were 
also counterbalanced within those versions. Thus, there are 
effectively eight narratives, but only four have the experi-
mental manipulations.
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