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Memory for text is represented at 3 levels: the surface form, textbase, and situation model. Al-
though prior research has shown that these levels of representation can be differentially empha-
sized at the time of encoding, the influence of retrieval instructions on the use of these levels has 
not been tested. Moreover, there has been no assessment of how this influence might change 
over time. We assessed memory under both verbatim- and consistency-based instructions. For 
the verbatim instructions, people indicated whether probe sentences were actually read in the 
text. For consistency instructions, people responded based on whether probe sentences were 
consistent with what had been read earlier. A transitory influence view suggests that instruc-
tions at retrieval would guide the information used immediately, but not after a delay, when 
some levels of representation have faded. In contrast, a stable influence view suggests that 
retrieval instructions would guide the information used both immediately and after a delay. The 
results revealed that the verbatim instructions emphasized surface form and textbase measures, 
but consistency instructions emphasized situation model measures. This pattern shifted some-
what over a 1-week delay, with surface form memory becoming equivalent but the differences 
at the other 2 levels remaining.
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Memory for text is captured at multiple levels of rep-
resentation, namely the surface form, textbase, and 
situation model levels (van Dijk & Kintsch, 1983). 
The surface form conveys memory for the verbatim 
text, the textbase conveys memory for the proposi-
tional idea units presented in the text, and the situa-
tion model conveys the events described by the text. 
These levels of representation are important because 
they describe different aspects of knowledge that 
are stored in memory. Most previous work on these 
different levels has used retrieval instructions that 
emphasize the surface form (i.e., “please indicate 
whether each of these sentences was actually read 

in the previous text”), although there are excep-
tions (Bohay, Blakely, Tamplin, & Radvansky, 2011). 
Moreover, work has also shown that the strengths of 
these levels are differentially affected by the passage 
of time (Fisher & Radvansky, 2018; Kintsch, Wel-
sch, Schmalhofer, & Zimney, 1990). The aim of the 
current study was to assess the influence of retrieval 
instructions on measures of levels of representation 
and whether this influence changes over time.

Encoding and Retrieval Instructions
One factor that can affect the levels of representation 
during encoding (reading) of a text is the reading 
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instructions. A wide range of studies have assessed 
reading comprehension and memory and how they 
are influenced by such instructions (e.g., McCrud-
den, Magliano, & Schraw, 2010; Tzeng, van den 
Broek, Kendeou, & Lee, 2005). For example, pre-
reading instructions can emphasize some aspects of 
a text and can lead to better memory for that type of 
information, although the other elements of a text 
may be encoded as well (Postman & Senders, 1946). 
Moreover, work on the Landscape model has em-
phasized that information is activated in memory, 
and inferences are drawn, with respect to different 
standards of coherence (e.g., whether one is reading 
for facts or understanding) (e.g., Todaro, Millis, & 
Dandotkar, 2010; van den Broek, Lorch, Linderholm, 
& Gustafson, 2001). These instructions then affect 
the resulting memory of the text (Blanc, Kendeou, van 
den Broek, & Brouillet, 2008; Linderholm, Virtue, 
Tzeng, & van den Broek, 2004; McCrudden, 2011; 
2019; Rapp & McCrudden, 2018; van den Broek, 
Young, Tzeng, & Linderholm, 1999). Although such 
work has emphasized the developing memory repre-
sentation during comprehension and the stability of 
the resulting memory representation, it seems plau-
sible that such models could be used to address how 
different levels of representation could be empha-
sized during postcomprehension retrieval processes. 
We are unaware of any research that has explicitly 
addressed this issue from these perspectives.
 For example, some research has shown that en-
coding instruction can influence the strength of these 
different levels. For example, Zwaan (1994) found 
that specific instructions before reading resulted in 
stronger recognition measures of either the surface 
form or situation model levels. A stronger surface 
form measure was obtained when instructions con-
veyed that the text was literature (and that how some-
thing is written was important), whereas a stronger 
situation model measure was obtained when instruc-
tions conveyed that the text was a news article (and 
that the described event was important).
 Thus, emphasizing one level of representation 
at encoding can bias what is remembered later. Em-
phasizing wording and syntax leads to better surface 
form memory, whereas emphasizing described events 
leads to better situation model memory. What is un-
known is whether instructions at the time of retrieval 
influence the use of information from these differ-

ent levels of representation per se. One possibility is 
that the relative strength of memories in storage are 
set before retrieval and that they continue to have 
differential influences despite the instruction type. 
Thus, the prediction is that the relative strength of 
the different level measures would be similar under 
different instruction conditions.
 Alternatively, consistent with other research on 
retrieval instruction more generally (e.g., McCrudden 
et al., 2010; Tzeng et al., 2005), different instructions 
could place different emphases on types of stored 
knowledge, with instructions emphasizing informa-
tion tied to different levels. Although the informa-
tion may be encoded in a certain way, what is actually 
selected and used during retrieval may vary. Thus, 
the prediction is that the relative strength of the level 
measures varies.
 There is some evidence that instructions can 
influence retrieval. Similarly, the content that is re-
trieved can be influenced by the perspective people 
are encouraged to use. Taking the perspective of a 
burglar or a homebuyer both before and after reading 
changed memory for descriptions of a house (Ander-
son & Pichert, 1978; Anderson, Pichert, & Shirey, 
1983; Baillet & Keenan, 1986; Borland & Flammer, 
1985; Borland, Flammer, & Wearing, 1987; Kaaki-
nen, Hyönä, & Keenan, 2001; Kardash, Royer, & 
Greene, 1988; Schraw & Dennison, 1994). Moreover, 
text memory can be affected by whether the schemas 
used to originally encode the information are used at 
retrieval based on the instructions given after reading 
(Hasher & Griffin, 1978). Although there is a bias to 
use the same schema at retrieval that was used dur-
ing encoding, this can be avoided by discrediting 
the aptness of the schema by telling people that the 
original schema was incorrect. For example, if people 
were told before reading that a story was about a deer 
hunter, they might then be told at retrieval that it was 
actually about an escaped convict. When people use 
the new and different schema, the intrusion of sche-
ma-consistent but unmentioned inference informa-
tion declines. Thus, this approach can be viewed as 
being analogous to a change in retrieval instructions 
because people are instructed to remember using 
either the original story title or a different one.
 What those studies do not show is how retrieval 
instructions influence how the different levels of rep-
resentation are used at retrieval. That is, does the es-
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tablished strength of the levels override instructional 
emphasis, or do instructions play a larger role? Some 
work has shown that there are differences in retrieval 
as a function of whether people are given verbatim 
or gist instructions. Specifically, gist instructions at 
retrieval lead to a greater acceptance of inferences 
(Kintsch, 1974; Singer, 1979; Singer & Remillard, 
2008). This is because answering gist-based ques-
tions does not depend on verbatim text. However, 
this is an assessment of the acceptance rates of dif-
ferent probe types, not an assessment of the different 
levels of representation per se. Thus, it is unknown 
how retrieval instructions will influence measures of 
the three levels of representation. Note that we see 
a difference between gist and consistency instruc-
tions. Specifically, gist instructions would ask people 
to respond based on information that maps onto idea 
units present in a text (and thus would be more in line 
with textbase-level processing), whereas consistency 
instructions would include this information and any 
inferences drawn that go beyond the idea units of 
the text per se (and thus would be more in line with 
situation model processing).

Memory over Time
When considering memory, it is important to gather 
data over multiple delays (Ebbinghaus, 1885). Work 
by Fisher and Radvansky (2018; see also Kintsch 
et al., 1990) shows that performance at the differ-
ent levels of representation is lost at different rates. 
Specifically, memory at the surface form level is lost 
quickly. In comparison, memory at the textbase level 
is strong immediately after learning but drops 1 week 
later. Finally, memory at the situation model levels 
is strong immediately after learning and remains so 
even 1 week later.
 In this context, we also tested whether differences 
with verbatim and consistency instructions would 
vary with testing delay. We did so by comparing per-
formance immediately after reading and 1 week later. 
Based on the prior work, we would expect that if there 
are any differences as a function of instruction type 
at retrieval, these would be observed immediate after 
reading, when all the levels of representation are ac-
cessible in memory.
 After a delay there are two possibilities. One is 
that, because situation models are more resistant to 
forgetting, and there is a loss of information at the 

surface form and textbase levels, any influence of 
retrieval instruction would be attenuated. This is 
because people are forced into placing more of an 
emphasis on the situation model level. Alternatively, 
although there is differential forgetting at the levels of 
representation, retrieval processes can still be focused 
on different types of information. If so, then the ex-
pectation would be that any differences in the pattern 
of retrieval observed immediately after reading would 
be present later as well.

Measuring Levels of Representation
The levels of text representation can be assessed via 
a method developed by Schmalhofer and Glavanov 
(1986), which has subsequently been used widely 
(Bohay et al., 2011; Fisher & Radvansky, 2018; 
Fletcher & Chrysler, 1990; Kintsch et al., 1990; 
Narvaez, Radvansky, Lynchard, & Copeland, 2011; 
O’Rear & Radvansky, 2021; Radvansky, Copeland, 
Berish, & Dijkstra, 2003; Radvansky, Copeland, & 
von Hippel, 2010; Radvansky, Copeland, & Zwaan, 
2003; Radvansky, O’Rear, & Fisher, 2017; Rad-
vansky, Zwaan, Curiel, & Copeland, 2001; Wasiuk, 
Radvansky, Greene, & Calandruccio, 2021; Wolfe 
& Woodwyk, 2010; Zwaan, 1994). In this approach, 
people read a series of texts and then complete a rec-
ognition test for that material. These recognition test 
data are assessed via signal detection analysis to index 
memory strength at the surface form, textbase, and 
situation model levels. Specifically, during recogni-
tion there are four types of probes: verbatim, para-
phrase, inference, and wrong. The verbatim probes 
are the exact sentences that were read earlier in a text. 
The paraphrases are probes that capture the same 
propositional ideas that were in the text but involve 
a different wording. For example, if the text was “the 
boy was kissed by the girl,” a paraphrase probe would 
be “the girl kissed the boy.” The inference probes 
were unstated ideas derived from prior knowledge 
that were expected to be integrated into the situation 
model. Finally, wrong probes are sentences that are 
thematically consistent with a text but inconsistent 
with the described situation.
 The data from the recognition test are submitted 
to a series of signal detection analyses. For the surface 
form, the proportion of “yes” responses to verbatim 
probes is the hit rate, and that of paraphrases is the 
false alarm rate. These two conditions are used to 
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derive an index of surface form memory because 
they both capture ideas that were actually present 
in the text, but only the verbatim probes capture the 
actual wording. Similarly, to derive a measure of the 
textbase, the paraphrase “yes” rates are treated as 
hits, and the inference “yes” rates are treated as false 
alarms. Here, neither of these probe types were actu-
ally presented in the text, but the ideas conveyed by 
the paraphrases were actually in the text. Thus, the 
degree to which people more often respond “yes” to 
paraphrases compared with inferences provides an 
index of the strength of the textbase representation. 
Finally, to derive a measure of the situation model, 
the inference “yes” rates are treated as hits, and the 
wrong “yes” rates are treated as false alarms. Here, 
in both cases the ideas were not actually present in 
the text, but in the case of the inference probes, the 
ideas are consistent with the situations that were de-
scribed. Thus, the degree to which people respond 
“yes” more often to the inference probes than the 
wrongs is an index of the situation model level.
 Our assessment of different levels of representa-
tion and retrieval instruction types bears some simi-
larity to work on phantom recollection with narra-
tive materials (Singer & Remillard, 2008; Singer & 
Spear, 2015). In brief, phantom recollection occurs 
when retrieval involves a phenomenological experi-
ence of remembering for items that were not actually 
encountered. That work also uses verbatim and gist 
retrieval instructions with verbatim, inference, and 
incorrect probes. Importantly, that work also had a 
retrieval condition in which people were to respond 
“yes” to inference probes but not verbatims. The 
focus of those studies was on the phenomenological 
experience (whether something is remembered or 
known) (Brainerd, Reyna, & Mojardin, 1999), which 
assumes that there are dual processes involved in 
memory retrieval (Mandler, 1972). For that line of re-
search, verbatim instructions led participants to rely 
more on unconscious familiarity, and gist instruc-
tions led them to rely more on conscious recollec-
tion.

Aim of the Current Study
The aim of the current study was to explore the influ-
ence of instructions at test on measures of the differ-
ent levels of text memory and how it might change 
over time. The degree to which instructions influence 

what is derived from these levels of representation 
would result in different patterns of remembering, 
and changes in the accessibility of information at the 
different levels over time may alter this pattern.
 Most of the work that has assessed text memory 
via the Schmalhofer–Glavanov procedure has used 
instructions in which people were told to respond 
“yes” only for the probes that were actually in the text. 
Thus, this is a verbatim criterion. However, in every-
day life, people infrequently remember verbatim in-
formation, which typically is lost within a few seconds 
or minutes (Sachs, 1967, 1974). Instead, when people 
remember a text, such as a news article, they focus on 
the described events, or the situation model, which 
is retained longer (Kintsch et al., 1990; Radvansky, 
O’Rear, & Fisher, 2017). Thus, this is a consistency 
criterion in which people assess whether something 
is consistent with what was read before.
 One study that used the Schmalhofer–Glavanov 
method with a consistency criterion was a study by 
Bohay et al. (2011). They used this instruction to as-
sess the benefits of note taking on memory for a spo-
ken lecture and a written text. The instructions were 
to indicate whether a probe was consistent with what 
had been read earlier. The results revealed that note 
taking improved performance largely at the situation 
model level.
 The current study assessed the influence of in-
struction type during retrieval on the measures of 
the levels of representation. Verbatim instructions 
place a greater emphasis on memory for the text itself 
and emphasize surface form and textbase memory. In 
comparison, consistency instructions place a greater 
emphasis on what the text was about and so would 
emphasize the situation model level. People are 
more willing to respond “yes” to sentences under 
consistency than verbatim instructions (Reder, 1982; 
Singer, 1979). However, it is unknown to what degree 
the levels of representation are involved and how this 
pattern may change over time.
 The current study assessed instructions at the 
time of retrieval on measures of memory for text at 
different levels of representation. This was done with 
two groups of people. The instructions for both were 
the same at reading. At test, people received either 
verbatim criterion or consistency criterion instruc-
tions. The recognition data were then analyzed via a 
standard Schmalhofer–Glavanov analysis.
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EXPERIMENT

METHOD

Participants
In this study 130 participants were tested: 63 in the 
verbatim group and 67 in the consistency group. 
They were drawn from the subject pool in the De-
partment of Psychology at the University of Notre 
Dame (n = 60) and were given partial course credit 
or were selected from the pool of Mechanical Turk 
workers (n = 70) and were given monetary com-
pensation for their participation. The Notre Dame 
and MTurk workers were evenly distributed across 
the conditions. All participants were native English 
speakers. Participation was approved by the institu-
tional review board at the University of Notre Dame.

Materials
Four texts were drawn from Radvansky et al. (2001). 
These texts were 58 to 85 sentences long and de-
scribed historical events: the development of the 
marine chronometer in 18th-century England, the 
British Gunpowder Plot of 1605, the Australian Rum 
Rebellion of 1807, and the Dutch tulip craze of the 
17th century. These texts had Fletcher–Kincaid grade 
levels from 7.4 to 11.0 (M = 9.0). They were chosen 
because participants were unlikely to have knowledge 
about them.
 For the recognition test, eight sentences were 
selected from each text. Four memory probes were 
created from each of the selected sentences. The 
first was the verbatim probe, an actual sentence from 
the text (e.g., “The plot bitterly intensified Protes-
tant suspicions of Catholics”). The second was the 
paraphrase probe, a rewording of the sentence that 
retained the propositional content of the original by 
using synonyms or altering word order (e.g., “The 
plot greatly heightened Protestant distrust of Catho-
lics”). The third was the inference probe, information 
that was important to the description but was not 
explicitly mentioned (e.g., “The plot led to increased 
acts of persecution of Catholics”). Finally, the fourth 
was the incorrect probe, information that was not 
mentioned and was unlikely to be inferred. However, 
the information was globally consistent with the pas-
sage’s theme (e.g., “After the plot, donations to Prot-
estant churches rose dramatically”).

Procedure
For this task, all the texts were read in a sentence-
by-sentence manner. After reading all the texts, par-

ticipants were given a recognition test. On each trial, 
they viewed a single sentence and had to provide a 
response. Each person saw only one version (ver-
batim, paraphrase, inference, or wrong) of each test 
sentence. These were half of the recognition probes. 
Thus, there were 16 probes, four of each type. The 
sentence versions were rotated across participants. 
The two groups in this study differed in their retrieval 
instructions. For the verbatim group, participants 
were told to indicate whether a probe sentence was 
one that they had read before. In comparison, for 
the consistency group, participants had to indicate 
whether a probe sentence was consistent with the 
text. The various texts were presented in a different 
random order for each participant.
 The recognition memory instructions for the ver-
batim group were as follows:

In this section, you will be presented with a 
series of sentences, one at a time. Your task is to 
decide, yes or no, whether that exact sentence 
was presented in the stories you read earlier. If 
it was, press the “Y” key. If it was not, press the 
“N” key.

The instructions for the consistency group were as 
follows:

In this section, you will be presented with a 
series of sentences, one at a time. Your task is to 
decide, yes or no, whether each sentence was 
consistent with the stories you read earlier. If it 
was, press the “Y” key. If it was not, press the 
“N” key.

 A week later, participants returned for the second 
memory test, like the first, but with different items. 
These were the other half of the recognition probe 
items. There was no opportunity to review the texts. 
This allowed us to assess any memory change over a 
1-week interval.

RESULTS

The recognition data are summarized in Table 1 and 
Figure 1, with Table 1 reporting the “yes” response 
rates and Figure 1 reporting the results of the signal 
detection analysis. The “yes” response rate data were 
submitted to an A′ signal detection analysis (Snod-
grass & Corwin, 1988) to gain measures of the surface 
form, textbase, and situation model levels (following 
Schmalhofer & Glavanov, 1986). A′ is a nonpara-
metric measure that we have used extensively in our 
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TABLE 1. Recognition Rate (SE) of Responding “Yes” on the Immediate and Delayed Tests for Each of the 4 Memory 
Probe Types at the 2 Testing Intervals

Immediate test

Instructions Verbatim Textbase Inference Wrong

Verbatim .64 (.03) .46 (.04) .32 (.04) .21 (.03)

Consistency .74 (.02) .73 (.03) .66 (.04) .37 (.04)

1-Week delay test

Instructions Verbatim Textbase Inference Wrong

Verbatim .54 (.03) .51 (.03) .46 (.03) .38 (.04)

Consistency .60 (.03) .57 (.03) .65 (.03) .41 (.03)

FIGURE 1. A′ recognition scores for the immediate and delayed recognition tests for each of the three levels of representation. Chance 

is .5.

D
ow

nloaded from
 http://scholarlypublishingcollective.org/uip/ajp/article-pdf/135/2/139/1613519/139chronister.pdf by U

N
IV O

F N
O

TR
E D

AM
E user on 14 April 2023



prior work of this type.1 We first assessed whether 
these three measures were significantly different from 
chance. For the verbatim group, all three measures 
in the immediate condition were greater than chance 
(.5), t(62) = 3.98, p < .001; t(62) = 2.77, p = .007; and 
t(62) = 2.86, p = .006, for the surface form, textbase, 
and situation model levels, respectively. However, after 
a 1-week delay, performance was not different from 
chance for the surface form measure, t(62) = 0.12, p = 
.90, but was for the textbase measure, t(62) = 2.89, p 
= .005, and marginally so for the situation model mea-
sure, t(62) = 1.81, p =.08. This is consistent with the 
idea that a verbatim retrieval instruction places greater 
emphasis on memory for a text itself rather than the 
situations described by a text. In comparison, for the 
consistency group, only the situation model measure 
was significant, and this was true both immediately, 
t(66) = 0.18, p = .86; t(66) = 1.04, p = .30; and t(66) 
= 5.18, p < .001, for the surface form, textbase, and 
situation model levels, respectively, and after a 1-week 
delay, t(66) = 0.85, p = .40; t(66) = 1.30, p = .20; and 
t(66) = 6.80, p < .001. Thus, consistency instructions 
place a greater emphasis on memory for the situations 
described by the texts rather than the texts themselves.
 The A′ scores at each level of representation were 
submitted to a 2 (group) × 2 (delay) mixed ANOVA, 
with the first variable being between participants and 
the second within. For the surface form, neither main 
effect of group nor the main effect of delay was signifi-
cant, F(1, 128) = 2.32, MSE = .061, p = .13, ηp

2 = .02, 
and F(1, 128) = 1.99, MSE = .069, p = .16, ηp

2 = .02, 
respectively. However, there was a significant interac-
tion, F(1, 128) = 5.97, MSE = .069, p = .02, ηp

2 = .05. 
Simple effects tests revealed that performance dif-
fered for the two groups for immediate testing, F(1, 
128) = 9.74, MSE = .053, p = .002, ηp

2 = .07, but not 
for delayed testing, F < 1. This is consistent with the 
idea that the verbatim instructions placed a greater 
emphasis on memory of the text itself and that surface 
form memory, though more available immediately, 
is lost quickly (Sachs, 1967, 1974). This is then fol-
lowed by a loss of this type of information for later 
text memory retrieval.
 For the textbase, there was a main effect of group, 
F(1, 128) = 7.70, MSE = .074, p = .006, ηp

2 = .06, with 
people in the verbatim group scoring higher than 
those in the consistency group. Congruent with the 
idea that the retrieval instructions emphasize differ-

ent levels of representation, the verbatim group had 
superior memory at the textbase level because of the 
greater emphasis on the text itself. The main effect 
of delay was not significant, F(1, 128) = 1.88, MSE = 
.065, p = .17, ηp

2 = .02, with people scoring similarly 
on the immediate and delayed tests. The interaction 
was also not significant, F(1, 128) = 1.09, MSE = .065, 
p = .30, ηp

2 = .01. Thus, although some studies have 
suggested that there is a decline in the accessibility 
of textbase-level information, it was still present to a 
sufficient degree to be differentially selected and used 
based on the retrieval instructions.
 Finally, for the situation model there was a main 
effect of group, F(1, 128) = 10.66, MSE = .064, p = 
001, ηp

2 = .08, with people in the consistency group 
scoring higher than those in the verbatim group. This 
is congruent with the idea that the retrieval instruc-
tions place different emphases on different memory 
representations, with the consistency instructions 
placing a greater emphasis on the situation model 
level. In addition, neither the main effect of delay nor 
the interaction was significant, both Fs < 1. This is 
consistent with prior work showing that there is little 
forgetting at the situation model level (Kintsch et al., 
1990; Radvansky et al., 2017). This is also consistent 
with the idea that retrieval instructions continue to 
have an influence on the type of information that is 
retrieved from memory of the text.

DISCUSSION

The aim of this study was to explore the degree to 
which retrieval instructions influence measures of the 
different levels of text memory (van Dijk & Kintsch, 
1983) and how these change over time. Although 
reading instructions can influence levels of repre-
sentation, it is unclear what effect retrieval instruc-
tions might have and whether this will change as the 
accessibility of the different levels changes over time 
(Fisher & Radvansky, 2018). As expected, during im-
mediate retrieval, when the instructions emphasized 
the text itself (verbatim), people scored higher on 
both the surface form and textbase measures. In con-
trast, when the instructions emphasized the events 
described by the text (consistency), people scored 
higher on the situation model measure.
 Over time, this pattern exhibited evidence of both 
change and stability. In terms of change, although 
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there was greater use of the surface form level with 
verbatim instructions, there was no difference be-
tween the groups a week later. This probably oc-
curred because the surface form information was no 
longer accessible in memory, meaning that although 
the verbatim instructions asked people to use this 
information, this could no longer be done, and so 
there was no difference between the groups.
 In terms of stability, although prior research has 
reported a decline in memory strength for the text-
base level (Fisher & Radvansky, 2018; Kintsch et al., 
1990), no such decline was observed in this study. 
People who received verbatim instructions placed 
a greater emphasis on this level than people who re-
ceived the consistency instructions. Moreover, this 
did not change over the delay. For the situation model 
levels, there was no decline in memory strength over 
time, which is consistent with prior work. There was 
also no difference in the degree to which informa-
tion at this level was used by people, and this did not 
change over time.
 Thus, overall, there was some support for both 
of the possibilities outlined at the beginning of this 
article. There was some evidence of a change in em-
phasis at the surface form level, largely due to for-
getting at this level. However, whenever information 
remained accessible in memory, how it was used was 
influenced by the retrieval instructions. Extrapolating 
from this, it would be easy to see that as the textbase 
memory declines further, as it is likely to do, then all 
that would be left would be the situation model level, 
and performance would probably be similar for the 
different instruction types.

CONCERNS AND LIMITATIONS

One concern that could be raised about the current 
study is whether signal detection analysis is appro-
priate here. We think that it is. Specifically, in both 
the verbatim and consistency conditions, people are 
given the task of indicating whether a probe sentence 
conforms to a memory, regardless of whether the in-
structions are more strict or lenient. For our surface 
form measure, the verbatim probes would more 
closely match memories than the paraphrases. For 
the textbase measure, the paraphrases would match 
better than the inferences. Finally, for the situation 
model measure, the inferences would match better 

than the wrongs. Given this setting, one would expect 
there to be an impact of instructions on the bias to 
say “yes.”2

 Given the nature of the information accessible 
from memory for the different probe types, it is 
straightforward to understand the results in terms of 
how this information is applied during the memory 
test. Moreover, it can also be seen that the information 
emphasized by these instructions is used, but only 
when it is accessible, and this accessibility changes 
over time.
 As mentioned at the beginning of this article, one 
way of thinking about the current results is in terms 
of how different instructions relate to the type of 
retrieval process involved. Specifically, the question 
is whether there is more of an emphasis on familiarity 
or recollection (Singer & Remillard, 2008; Singer & 
Spear, 2015). Prior work has suggested that verbatim 
instructions encourage participants to place more 
emphasis on unconscious familiarity, whereas gist 
instructions have more of an emphasis on conscious 
recollection. At first blush this seems counterintui-
tive. After all, verbatim memory requires a more pre-
cise set of information than does gist memory. How-
ever, further consideration reveals why this is not the 
case. Specifically, verbatim memory requires surface 
form information, which is lost quickly. Thus, people 
need to rely more on familiarity for more impover-
ished memory representations. In comparison, situ-
ation model memory is more enduring. Thus, it is 
more likely that one would be able to better recollect 
the events described by a text. In this way, the cur-
rent results line up with the prior work on phantom 
recollection. However, the current data cannot be 
used to separate out such memory processes, and 
the phantom recollection data have not assessed 
memory at these multiple levels of representation. 
The next step would be to combine these two ap-
proaches.
 In addition to instructions given to participants, 
memory retrieval tasks in general can also influence 
performance. For example, in a study by Curiel 
and Radvansky (2002), people memorized a map 
of a research center and then either read narratives 
about characters moving about the building (Rinck 
& Bower, 1995) or took a recognition test to assess 
priming of map locations (McNamara, 1986). Impor-
tantly, map memorization was done so that spatial and 
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temporal proximity were deconfounded3 (Clayton & 
Habibi, 1991; Curiel & Radvansky, 1998). Whereas 
the recognition priming data gave evidence of tem-
poral but not spatial priming (an emphasis on tem-
poral memory), the reading time data gave evidence 
of a spatial gradient of accessibility (an emphasis on 
spatial memory). Thus, these studies illustrate that 
both instructions and task can influence the content 
of the retrieved memories.
 There are some other more general limitations 
to our study. First, we did not collect demographic 
characteristics of our samples that might reveal inter-
esting differences. For example, when instructions are 
manipulated before comprehension, this can result in 
dramatic changes in memory performance, with peo-
ple better remembering the type of information that 
is emphasized by those instructions (Bohn-Gettler 
& McCrudden, 2018; McCrudden, 2011; 2019; Mc-
Crudden et al., 2010; McCrudden & Schraw, 2007, 
2009). However, it is important to note that our data 
were collected from a homogeneous high-achieving 
academic population, and such an individual differ-
ence measure would probably have too little variance 
to provide interesting insights into the mechanisms 
at work here.
 Another concern is that participants may have 
interpreted the term consistent in various ways. Thus, 
there may be some variation in how the instructions 
were interpreted across participants. That said, there 
are clear differences in the pattern of performance in 
the two retrieval instruction conditions.
 Overall, for assessing knowledge, if the primary 
aim is to assess whether people have learned a set 
of facts, then a verbatim criterion is better. In con-
trast, if the aim is to assess a broader understanding 
beyond the text itself, then the memory at the situa-
tion model level is better emphasized by consistency 
instructions. This is likely to be the type of instruc-
tion that would be useful in most cases. When people 
read, they often try to understand the events being 
described. This often involves a parsing and segment-
ing of the stream of activity, an understating of the 
structural relations between entities involved in an 
event, an establishment of the causal structure that 
explains why different things happen, and so on. This 
understanding is captured in the situation model, not 
in the surface form or textbase levels. Verbatim assess-
ments are more likely to miss such an understanding 

and provide a shallower evaluation of what people 
comprehend from a text.
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 1. When hit and false alarm rates were either both 0 or 1, 
A′ values were set to .5, chance, on this principle that memo-
ry was essentially absent.
 2. This is confirmed in our online supplement.
 3. That is, map items that were near each other in space 
were encountered far from each other in the temporal order 
of learning, and map items that were near one another in the 
temporal order during learning were far from one another on 
the map.
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